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1 Executive summary

In this deliverable, a general framework is proposed for primitive taxonomy and tactile skill definition
for ReconCycle. The taxonomy is established at the manipulation primitive level based on contact
geometry, required sensitivity-precision, and the parameter space complexity. It is shown how various
tactile skills can be achieved by blending three main primitives with appropriate parameters. The
corresponding policies are first obtained remotely through a haptic console and the blending strategy
is then applied for seamless integration of primitives into the desired skill. The proposed approach is
verified experimentally for different skills such as unscrewing, levering, and cutting.
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2 Introduction

Industrial robots currently perform well-defined tasks repetitively under highly constrained condi-
tions. Therefore, the hardware and software of the robots are designed for tasks at hand and any
change in product or process should be reintroduced to the settings of the robots. In other words, lack
of robustness and flexibility results in that small batch production and unconstrained domains remain
inaccessible to robotic automation.

Our work aims to develop a novel general framework for tactile skill definition and primitive tax-
onomy based on certain manipulation primitives. This framework introduces a high level of flexibility
in the definition of different skills such as working with a screwdriver, levering, cutting, polishing,
etc, which require precise force and motion control in contact with the environment.

Figure 1: Tactile skill definition and the use-cases. Teaching the force/motion profiles for different
skills such as unscrewing, levering, and cutting. The robot is commanded with a haptic interface in
order to obtain corresponding motion and force profile which further are used to encode and control
the policies.

3 Related Literature

Robotic tactile skills such as the ones shown in Fig. 1 require precise control of interaction at the
end-effector. In other words, disassembly skills such as unscrewing, levering should contain a motion
generation unit that fully incorporates end-effector (EEF) wrenches. There are different perspectives
in the literature for combining motion generation and force control in robotic manipulators. For
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instance, Zielenski et al. [20] studied a method that classifies the manipulator behavior under three
different phases: free-motion where the force is of no significance, exerting generalized forces, and
lastly the transitions between the latter two behaviors. However, both position and force are controlled
within a unified control system. Although force control has been considered in many works, encoding
the desired force trajectory has not been in focus and the proposed controllers are validated based on
constant force values or in form of thresholds/constraints [1, 4, 6, 11, 14].

Robot manipulators need to develop complex perceptuomotor skills, as they further tackle real-
world problems [15]. In other words, they have to be robust enough to autonomously operate in un-
structured environments and perform desired tasks despite any uncertainty in perception [16]. There-
fore, defining tactile skills with position control is an unfeasible solution and other control methods
should be considered instead.

The impedance control is a well-known approach that imposes a dynamic behavior between the
external interaction and the desired motion, instead of tracking motion or force trajectory, indepen-
dently [7]. These dynamics can be realized in the joint space, operational space, or even in the
redundant space of a robot manipulator [17]. The impedance inertia, damping, and stiffness parame-
ters are usually selected constant in each direction based on the assigned tasks. It can be easily shown
that the impedance dynamics represent a passive mapping between the external force input and the
motion of the robot as an output. This ensures that the system does not generate extra energy during
interaction with the passive environment and thus it is intrinsically stable [13]. However, adaptive
change of the impedance parameters seems beneficial in many applications to impose a more wise
and human-like behavior for the external interaction on the EEF [19]. It can be easily shown that
varying the impedance parameters will destroy the passivity of the closed-loop system and may lead
to instability. To this end, the concept of an energy tank is exploited in [2, 3] to alter the dynamics
of the closed-loop system to ensure passivity. To include compliant force tracking on the environ-
ment with unknown geometry, the WNN has effectively been used in [5]. The variable impedance
approaches can also be used to coordinate the human and robot motion in applications with shared
autonomy [2].

In this work, we covered the tactile skills by using taxonomy and the definition of only three
manipulation primitives (establish contact, apply force, and break contact). By extending the current
methods of motion generation for manipulation skills, unified force/motion trajectory is encoded and
sent to the force/impedance controller. The primitives’ parameters are obtained by using a remote
teaching method. Moreover, a blending approach is proposed to combine primitives seamlessly and
smoothly into the desired disassembly skill.

4 Methodology

Fig. 2 illustrates the proposed framework for the taxonomy of manipulation primitives and skill def-
inition. In this framework, the taxonomy for tactile skills is applied at the primitive level based on
the contact geometry, required sensitivity, precision, and parameter space complexity. The transition
parameters (start and end conditions) between these primitives can be derived automatically from the
scene perception through the exteroceptive sensor and external user interaction, or manually through
predefined scenarios. The blending strategy is then exploited for seamless integration of the manipu-
lation primitives to achieve the desired outcome.

Together with proprioceptive sensing, the primitive policy (ẋd,fd) is characterized by a set of
parameters based on the contact geometry, required sensitivity, precision, and parameter space com-
plexity, which are subject to constraints from the scene interpretation. These parameters are initially
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Figure 2: Tactile skill definition. Primitive taxonomy: establish the contact (P1), apply the
force/motion profile (P2), and break the contact (P3). Teaching the primitives: the resultant force
profile f and motion trajectory x are used for learning the parameters of the force/motion trajectory.
The unified force/motion generator: sending its output to the force/impedance controller to establish
and maintain the contact. Blending strategy: achieve the desired outcome.

determined during remote primitive teaching. Finally, the controller is responsible for the adaptation
of the policies based on the purpose of the environment interaction. The multi-level approach for skill
definition is employed to significantly reduce the complexity of manipulation for different interaction
scenarios.

4.1 Primitive taxonomy and definition

To ensure compatibility with high-level desired objectives and low-level control behavior, any tactile
skill is decomposed into three manipulation primitives:

• P1: establish the contact (making the initial alignment between the tool mounted at the EEF
and the workpiece).

• P2: apply force/motion profile (to achieve the desired interaction in the task space).

• P3: break the contact (smoothly and safely stop the interaction).

4.2 Remote primitive teaching

The correct measurement of the contact force at the EEF has a significant effect on the generation
of the corresponding policy when teaching tactile manipulation primitives. In ReconCycle we use a
remote teaching strategy to obtain the actual force exerted by the robot without touching the robot.
The setup in Fig. 1 shows an operator guiding the robot to achieve the desired motion and interaction
with a haptic device (Sigma.7 from Force Dimension). The haptic device is used as a joystick and
sends the desired velocities to the robot. Consequently, the resulting force profile f and motion
trajectory x are recorded for policy generation.

4.3 Force/motion generator for the primitives

Each primitive Pi contributing to a desired skill has its own policy (ẋd,fd) and, therefore, force-
motion generation unit. The command, τin, is generated based on the desired motion and force
profile (xd,fd), by using the general robot dynamics equation. Together with proprioceptive and
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exteroceptive sensing, the required policy can be adapted or learned based on encoding the unified
force and motion trajectories.

The robot dynamics equation in Cartesian space can be expressed as follows,

MC(q)ẍ+CC(q, q̇)ẋ+ gC(q) = fin + fext, (1)

τin = JT (q)fin, (2)

where MC(q),CC(q, q̇) ∈ R6×6 and gC(q) are the robot mass matrix, Coriolis/centrifugal matrix
and gravity vector in Cartesian space, respectively. Furthermore, τin ∈ Rn is the control input torque
and fext ∈ R6 the external wrench acting on the robot.

4.3.1 Encoding the motion trajectory

Even though it is possible to use directly cyclic and discrete motion generators, Dynamic Movement
Primitives (DMPs) have been designed to represent any smooth robot motion [9]. A DMP controlling
the motion of one degree of freedom denoted by x, is given by a second order differential equation
system,

λż = αz(βz(g − x)− z) + γ(s), (3)
λẋ = z, (4)

where g is the attractor point namely goal, and s ∈ R is the phase variable and used to make the time
dependency implicit. Its dynamics is given by

λṡ = −αss. (5)

Furthermore, the temporal scaling factor λ > 0, and constant parameters αz, βz, αs > 0, are selected
such that the system has a unique attractor point at y = g. The nonlinear forcing term γ(s) is as
follows:

γ(s) =

∑N
i=1 ωiψi(s)∑N
i=1 ψi(s)

s(g − x0), (6)

ψi(s) = exp

(
− 1

2δ2i
(s− ci)2

)
, (7)

The forcing term γ allows us to design any point-to-point trajectory from the initial position x0 to the
desired goal position g by a linear combination of N radial-basis functions ψi(s). ci is the center of
the functions and δi determines their widths. Additionally, αz, βz, αs, ci, and δi are generally designed
to be constants, whereas time constant λ and the weights ωi are determined from the recorded data.
The generated trajectory (xd, ẋd, and ẍd) is finally obtained by Euler integration of (3), with the initial
values set to s = 1, x = x0, and z = λẋ = 0.

4.3.2 Encoding the force profile

Feed-forward force profile is especially useful to mitigate the chattering/jamming behavior of the
robot while trying to maintain the contact force when the pose error is high due to friction, etc. To
encode force from the recorded profiles during teaching, we used the study of Hogan [8]. In this
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approach, the force profile is encoded to be state-dependent and time-invariant in (9) based on zero-
force trajectory, xzf , (free motion). Therefore, generating force is defined to be responses to deviations
between actual motion xr and nominal motion xzf

f = Ω(xzf − xr). (8)

To create a virtual contact model and compute the virtual stiffness for the desired skill, Ω is learnt
from the recorded force profile for instance by Reinforcement Learning (RL):

fd=


∃ Ω ∀ xd | fd = Ω(xzf − xd) if fT

extx̃ < 0

(contact),

0 if fT
extx̃ ≥ 0

(no contact),

(9)

4.4 Control Design

The proposed law is designed as a force-impedance controller, which has three main tasks: i) to track
the desired motion xd, ii) to establish and regulate the desired force fd, and iii) to compensate the
robot gravity τg [18]. The input torque τin is specified as follows:

τin = τimp + τfrc + τg, (10)

where τimp and τfrc ∈ Rn are the input torques for the motion and force control.

4.4.1 Force/impedance control

In order to introduce an impedance behavior to the end-effector, the following controller is used:

τimp = JT (q)(KCx̃+DC
˙̃x+MC(q)ẍd +CC(q, q̇)ẋd), (11)

x̃ = xd − x, (12)

To establish and regulate the desired contact force fd at the end-effector according to the external
force, fext ∈ R, the force control is defined as follows:

τfrc = JT (q) [R,03×3]
T [0, 0, ρfrc ffrc]

T︸ ︷︷ ︸
ffrc

, (13)

ffrc = fd + kp f̃ext + ki

∫
f̃ext dt+ kd

˙̃
f ext, (14)

f̃ext = fd − fext, (15)

where ffrc ∈ R6 is the feedback + feedforward force term and kp, ki, kd are the PID gains. The input
shaping function ρfrc in (13) deactivates the force controller when the robot deviates from the set-point
of the end-effector. The idea behind the shaping function is to avoid undesired motions, especially
when contact loss happens. Therefore, ρfrc is designed as follows:

ρfrc=


1 if fT

d x̃ > 0,

0.5(1− cos(π( x̃z

δfrc
− 1))) if fT

d x̃ < 0 and 0 ≤ x̃z ≤ δfrc,

0 otherwise.

(16)
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Using a regular hybrid force-position controller instead of the force-impedance controller may cause
incompatibility between the directions of the desired motion and force. For instance, when the desired
motion is in the opposite direction to the force, either force or motion controller would be deactivated.
Hence we address this issue by introducing the respective threshold δfrc> 0 to the shaping function
ρfrc, which enables one to control the force in the desired region.

4.5 From Primitives to Skills: Blending Strategy

To achieve robust and flexible behaviors and thereby avoid longer running times, the primitives are
integrated by a blending strategy [10], [12]. We developed a blending approach that seamlessly and
smoothly combines the primitives into the desired skill. The proposed skill definition enables us to
program complex skills rather easily and in part autonomously. Algorithm 1 illustrates the proposed
approach for an example scenario of unscrewing skill.

Algorithm 1 Skill definition for unscrewing
1: procedure UNSCREWING, ξc

2: parameter server, θ ← x0, g, fd, ρfrc
3: establish contact, P {ẋd, fd}1 ← g
4: apply force, P {ẋd, fd}2 ← x0, g, fd, ρfrc
5: break contact, P {ẋd, fd}3 ← g
6: loop, ξθ(dt):
7: establish contact:
8: if arrived at the desired pose g = xr then return the primitive as successful (µ = 1), update the initial

pose (x0) with the current pose (xr), and apply force
9: apply force:

10: if contact loss then return repeat the primitive (µ = 0), update the goal g with the last pose xr before
contact loss (g = xr | fext ̸= 0), and establish contact

11: if achieved the desired motion and force profile then return the primitive as successful (µ = 1), up-
date the initial pose (x0) with the current pose (xr), and deactivate the force controller (ρfrc | fT

d x̃ <
0, 0 ≤ x̃z ≤ δfrc) break contact

12: break contact:
13: if arrived at the desired pose (g) then return the primitive as successful (µ = 1)

The blending strategy is specified in Alg. 1, which allows one to achieve the overall control policy
(ξc) by autonomously calculating a blending of each primitive policy (Pm) based on environment
state, dt. The control policy ξc is defined by the blending strategy and the primitive policies as
follows:

ξc =
3∑

m=1

µmP{ẋd,fd}m, (17)

dt = {xr, ẋr, ẍr,fext}, (18)
θ = {x0, g,fd, ρfrc}, (19)

where θ is a set of parameters for the state dependent blending strategy and state dt is the sensor
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information at time step t{
µ = 1 ∧ x0 = xr if fT

extx̃ ≤ 0 ∧ g = xr,

µ = 0 ∧ g = xr | fext ̸= 0 if fT
extx̃ > 0,

. (20)

Any tactile disassembly skill such as unscrewing is defined by combining the above primitives (estab-
lish contact, apply force, and break contact). Each manipulation primitive Pi{ẋd,fd}m is comprised
of a DMP, which is a time-variant policy, and a time-invariant and state-dependent force profile. How-
ever, the blending and combination strategy can be time- and state-dependent. Furthermore, the DMP
equation in (3) has an initial position, x0, and goal, g, which vary between the primitive skills and
depend on the blending policy. In order to solve the dependency problems in (17), the initial position
x0 and goal g are updated and combined according to the blending strategy. The idea behind this
operation is that when one primitive executes, the canonical system, s, of this primitive policy is up-
dated to generate the motion xd and force trajectory fd of this policy. Next it is decided if the same
primitive should be repeated (µ = 0) or the execution is marked as successful (µ = 1).

Figure 3: Implementation of the framework for a recycling scenario. Removing the batteries out
of a heat cost allocator fixed with various inclination angles.

Figure 4: Results of the tactile skill definition by using unified force-motion profile, the proposed
primitives: establish contact, apply force, and break contact, and the blending strategy for
learning a real-life disassembly skill: unscrewing. The first three rows show the resulting motion
in task space (x(1), x(2), x(3)), whereas the bottom one presents the coupled force profile of the end-
effector (Force). Force profile represents unscrewing repetitively and robustly with the contact force
of ≈5N.
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5 Results and Discussion

To prove the performance of our framework with real robots, we implemented some daily life disas-
sembly skills such as unscrewing and levering (in different inclinations). They were performed with
a Franka Emika Panda robot as shown in Fig. 3. First, the results for unscrewing in Fig. 4 show that
contact between the screwdriver and the screw was successfully established and robustly maintained
until the desired conditions were reached. In parallel, the desired motion was tracked smoothly es-
pecially during the transition from one primitive to another. Even though the contact was disturbed
and, thus, broken, the robot safely stopped applying the force and re-established the desired contact
to achieve the goal of the skill.

Figure 5: Results for unscrewing only by using the motion without feed-forward force term.
First three rows show the resulting motion in task space (x(1), x(2), x(3)), whereas the bottom one
presents the external force at the end-effector (Force). Force around zero newton means that the
contact failed to be established.

Figure 6: Results for levering by using establish contact, apply force, and break contact and the
blending strategy on the lid of a heat cost allocator. First three rows show the resulting motion in
task space (x(1), x(2), x(3)), whereas the bottom one presents the coupled force profile of the end-
effector (Force).

Page 11 of 14



Figure 7: Results for levering fixed on an inclined surface by using the proposed primitives
establish contact, apply force, and break contact and the blending strategy on the lid of a heat
cost allocator. The first three rows show the resulting motion in task space (x(1), x(2), x(3)), whereas
the bottom one presents the coupled force profile of the end-effector (Force).

To analyze the comparability of our novel framework to the broadly used manipulation methods,
we have also conducted the same experiments by using impedance control and the motion generation
with an implicit force profile. The results in Fig. 5 present that without feed-forward force term,
maintaining contact and therefore applying the desired force requires additional tuning and is easy to
be disturbed.

Additionally, the adaptability of our framework without changing any parameters was analyzed
under two scenarios: levering the lid of a heat cost allocator fixed on flat and inclined surfaces.
The results in Fig. 6 and Fig. 7 show that the force-motion trajectory was successfully adapted and
the robot achieved its goal by executing the desired skill using the proposed primitives with smooth
transitions.

6 Conclusion

In this deliverable, we described and experimentally validated a complete framework for primitive
taxonomy and tactile skill definition to solve a class of disassembly tasks. We developed the frame-
work by providing taxonomy at the manipulation primitive level based on contact geometry, required
sensitivity, precision, and parameter space complexity: establish contact, apply force, and break con-
tact. To measure the correct parameters, we include remote primitive teaching, which enables us
to encode and generate the corresponding policies. The blending strategy is then exploited for the
seamless integration of manipulation primitives in order to implement the desired skills such as un-
screwing. We achieved an increased robustness and flexibility in comparison to the state-of-the-art
methods and proved their operation with a real robot. In future work, we will extend our framework
by incorporating human interaction at the primitive level. A blending strategy will be designed such
that a human operator can collaborate with the robot during disassembly tasks.
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